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1 Overview

Large language models, like ChatGPT, have garnered significant interest due to their human-
like language generation and immense natural language processing capabilities. These models
offer opportunities to revolutionize healthcare by enhancing clinical decision-making, patient
care, and medical research. However, implementing them also poses technical, ethical, legal,
and social challenges.

1.1 Technical Challenges and Opportunities

Developing and implementing large language models entail considerable computational power
for training and inference. These models demand extensive data and computational resources,
but recent advancements in deep learning frameworks and cloud computing have facilitated
their large-scale deployment.

Bias in language models is another technical challenge. Models trained on biased data can pro-
duce biased outcomes, potentially leading to incorrect clinical decisions or reinforcing health
disparities. Researchers have proposed various techniques to mitigate bias, such as data aug-
mentation, adversarial training, and fairness constraints.

1.2 Ethical Challenges and Opportunities

Implementing large language models in healthcare raises ethical concerns like patient privacy,
informed consent, and fairness. Models require vast amounts of data, including personal health
information, which can compromise patient privacy and data protection. Patients may also
be unaware of how their data is used or may not have provided informed consent.

Conversely, large language models present ethical opportunities. They can generate natural
language explanations for clinical decisions, improving transparency and trust between pa-
tients and providers. Furthermore, these models can identify and address health disparities
by analyzing large-scale data and developing targeted interventions.



1.3 Legal Challenges and Opportunities

Legal challenges include liability and regulatory compliance. If language models contribute to
clinical decisions, providers may be held liable for adverse outcomes. Compliance with existing
regulations, such as HIPAA, is also crucial.

On the other hand, legal opportunities arise from using large language models to analyze exten-
sive healthcare data, identifying potential fraud or abuse, and enhancing healthcare delivery
efficiency and effectiveness.

1.4 Social Challenges and Opportunities

Social challenges involve potential job displacement and exacerbation of healthcare disparities.
Language models could automate healthcare jobs and, if biased, reinforce existing disparities,
particularly in marginalized communities.

However, social opportunities also emerge, such as improving healthcare accessibility for at-risk
or disadvantaged populations and enhancing healthcare service quality through personalized
treatment recommendations and identifying areas for improvement in healthcare delivery or
clinical operations.

1.5 Use in Medical Education

Large language models can also play a significant role in medical education settings. They can
assist in developing personalized learning pathways, providing instant feedback on complex
clinical scenarios, and facilitating access to a wealth of medical knowledge. By incorporating
these models into medical curricula, educators can enhance the learning experience and better
prepare future healthcare professionals.



2 Conclusion

Implementing large language models in healthcare presents various challenges and opportu-
nities. With careful consideration and mitigation of these challenges, these models have the
potential to transform healthcare delivery and improve patient outcomes. It is crucial for
healthcare organizations to weigh the risks and benefits of implementation and prioritize eth-
ical and responsible use.

As healthcare providers increasingly depend on large language models, ensuring transparency,
explainability, and unbiased models is critical. Researchers and developers must collaborate
with healthcare providers and patients to align language model development and implementa-
tion with ethical principles and patient needs.

In summary, the use large language models in healthcare is a complex and rapidly evolving
landscape. By addressing the technical, ethical, legal, and social implications, healthcare
organizations can harness their full potential to enhance patient outcomes, medical research,
business operations, and education.



Preface

This book is a work in progress. It develops a framework for adopting ChatGPT and related
tools for the Campus. It is not a complete strategic plan and is not meant to be proscriptive.
It is meant to help organize and communicate efforts.

The key component of the framework, in my opinion, is the recognition that, while the campus
is a single entity, it is composed of four relatively distinct “Domains” that each have their own
needs, requirements, resources, and priorities. The four domains that I have identified are:

¢ Education

¢ Research

¢ Business operations
e Clinical

The framework is based on the idea that each of these domains has a different set of needs and
requirements, and that the campus should develop plans and implementations that are tailored
to each domain. The framework includes a set of “principles” that should be applied to each
domain, and a set of “strategies” that should be applied to each domain. The principles and
strategies are not meant to be proscriptive, but rather to provide guidance and a framework
for thinking about how to approach each domain.

The framework is also based on the idea that the campus should adopt a “platform” approach
to the development of tools and services. I have included the “platform” concept as a set of
identifiable cross-domain workstreams.

I also note that this framework is not meant to be a “top-down” approach. Rather, it is
meant to be a “bottom-up” approach that is driven by the needs of the individual domains.
The framework is meant to provide a common language and common set of tools that can be
used to develop solutions that meet the needs of the individual domains and the campus as a
whole.

The framework is also meant to be a living document. It is meant to be updated and revised as
new information becomes available and as new needs and requirements are identified. Progress
on the framework should be tracked and reported on a regular basis.

Finally, this framework can form the basis for adoption of any Al (or even other technology) on
campus. It is not specific to ChatGPT, though I have found that approaching frameworks with
concrete examples is key to success. In that regard, time invested in creating robust processes
for ChatGPT will pay dividends in the future as other Al technologies are adopted.



3 Values and Principles

While there are many potential applications for LLMs in healthcare, the following guiding
principles should be considered when developing and deploying LLMs in the academic hospital
system. Note that these principles largely apply to any Artificial Intelligence or Machine
Learning applications in use on the campus.

3.1 Vision Statement

e LLMs must be used in a manner consistent with the mission, vision, and values of the
academic hospital system.

e The use of LLMs must align with relevant legal and regulatory requirements, including
but not limited to data privacy, security, and intellectual property laws.

e The deployment of LLMs should prioritize patient safety, privacy, and wellbeing.

e LLMs must be used in a transparent manner, with users understanding the capabilities
and limitations of the technology.

e Continuous improvement and evaluation of LLM usage should be prioritized to ensure
ongoing alignment with organizational goals.

3.2 Stakeholder Considerations

3.2.1 Patients
e LLMs should be used to augment patient care and improve outcomes, without replacing
the human touch and empathy of healthcare providers.

o Patients must be informed about the use of LLMs in their care, and they should have
the option to opt out if desired.

o Patient data used in LLM applications must be anonymized, encrypted, and securely
stored to protect patient privacy.



3.2.2 Healthcare Providers
e LLMs should be deployed to enhance clinical decision-making and efficiency without
undermining the autonomy and expertise of healthcare providers.

¢ Adequate training and support should be provided to healthcare providers to ensure
proper use and understanding of LLMs.

e Feedback from healthcare providers must be regularly solicited to improve LLM perfor-
mance and usability.

3.2.3 Researchers
e The use of LLMs in research must adhere to ethical standards, including obtaining
informed consent and minimizing potential harm.

e Collaboration between researchers and LLM developers should be encouraged to drive
innovation and address specific research needs.

¢ Research involving LLMs should be transparent and reproducible, with results and
methodologies made available to the wider scientific community.

3.2.4 Administrators and Support Staff
e LLMs should be deployed in administrative and support functions to improve efficiency,
reduce costs, and enhance the overall quality of service.

o Staff should receive appropriate training and support to understand and utilize LLMs
effectively.

o Employee feedback should be actively sought to identify areas of improvement and po-
tential new applications for LLMs.

3.3 Monitoring and Compliance

e A designated LLM Steering Committee, comprising representatives from various stake-
holder groups, will be responsible for monitoring and enforcing compliance with this
policy.

¢ Periodic audits and assessments will be conducted to ensure adherence to this policy and
identify areas for improvement.

¢ Policy violations may result in disciplinary action, up to and including termination of
employment or access to LLMs

10
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4 The Framework

A Framework for Implementing AI and Large Language Models across an Academic Medical
System

In order to successfully integrate Al and Large Language Models into an academic medical
system, it is essential to adopt a flexible and agile approach that accounts for the varying
pacing, priorities, and levels of risk associated with different aspects of the institution. By
organizing the implementation plan into distinct domains and workstreams (see Figure 4.1),
we can address the unique requirements of each area, ensuring that resources are allocated
effectively and progress is made at an appropriate pace. This structure also enables rapid
adaptation to changing circumstances, allowing for seamless collaboration between various
teams and promoting a proactive response to any challenges that may arise. Ultimately, the use
of domains and workstreams fosters a comprehensive and resilient approach to Al integration,
maximizing the potential benefits while minimizing potential risks across the entire academic
medical system. Note that the framework is not intended to be prescriptive or exhaustive;
rather, it is meant to serve as a starting point for discussion, planning, and implementation.
A top-level coordination unit (e.g., a steering committee) will work with the domain areas as
a resource and to ensure that the overall implementation plan is aligned with the institution’s
strategic goals and priorities.

4.1 Domains

The implementation plan for integrating Al and Large Language Models into an academic
medical system consists of four main domains:

¢ Education

¢ Research

¢ Clinical

¢ Business Operations

12



Al Integration
Steering Committee

Figure 4.1: A schematic framework for organizing workstreams (orange boxes), domains (blue
boxes), and work products and tasks (green ovals). Domains (vertical dimension)
capture semi-independent organizations, each with largely independent use cases,
budgets and business plans, priorities, and leadership. The workstreams (horizon-
tal dimension) will often require similar or overlapping expertise, and can serve as
knowledge resources to provide synergy and uniformity in implementation across
domains.
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4.1.1 Education

This domain includes all activities related to teaching, learning, and evaluation within the
institution. It also encompasses the development of new educational programs and the man-
agement of existing ones.

4.1.2 Research

This domain focuses on the practice of the basic, clinical, and translational research programs
within the institution. In addition, it includes the management of research grants, the devel-
opment of new research programs, and the dissemination of research findings.

4.1.3 Clinical

This domain encompasses all activities related to patient care, including the management and
implementation of clinical services, decision support and clinical decision-making, automation,
and point-of-care or electronic patient support.

4.1.4 Business Operations

This domain focuses on the management of the institution’s business operations, including
finance, human resources, information technology, and facilities management. It also includes
the development of new business processes and the management of existing ones.

4.2 Workstreams

Within each domain, we have identified five workstreams that are critical for the successful
implementation of Al and Large Language Models. These workstreams are:

e Data Access & Use

e IT, Security, & Infrastructure

o Ethical, Legal, & Social

¢ Training & Workforce Development
Project Management & Support Personnel

14



4.2.1 Data Access & Use

This workstream focuses on managing and optimizing data access, use, and sharing within
the academic medical system. It ensures that data is available, reliable, and secure for Al
integration and that the necessary infrastructure is in place to support data-driven activities.

4.2.2 IT, Security, & Infrastructure

This workstream addresses the technical aspects of Al integration, including the development
and maintenance of IT systems, ensuring data security, and providing the necessary hardware
and software infrastructure to support Al and Large Language Models.

4.2.3 Ethical, Legal, & Social

This workstream focuses on the ethical, legal, and social implications of Al integration in
the academic medical system with domain-specific focus as appropriate. It aims to ensure
that Al is used responsibly and ethically and that any legal and social concerns are addressed
proactively.

4.2.4 Training & Workforce Development

This workstream is dedicated to developing the skills and knowledge of domain community
members (including staff and leadership) within the domain to understand and, where appro-
priate, to effectively use and manage Al and Large Language Models. It includes training
programs, workshops, and other educational opportunities to build competency in Al-related
technologies.

4.2.5 Project Management & Support Personnel

This workstream is responsible for ensuring that the project management of Al and Large
Language Models across the four domains. Among its roles are to provide project management,
helping to align resource requests, support services around the usage of LLLMs. This group
will also cooordinate support staff who work collaboratively within and across domains to to
ensure that Al integration occurs smoothly and efficiently.

The implementation plan is structured in a way that allows for cross-functional collaboration
between the domains and workstreams. This ensures that Al and Large Language Models are
integrated cohesively across the entire academic medical system, maximizing the benefits and
minimizing potential risks.

15



5 Domain Implementation Guide

Each Domain will work to meet the needs of the campus that align with its community mem-
bership and mission. This section provides a rough guide (adapted from Lindegaard (2023))
to implementing a LLM plan within the Domains. Each Domain can work through this guide
to develop policies, plans, resources, and deliverables. The combination of cross-domain Work-
streams and reporting to the AISC will help to align resource requests and facilitate knowledge
sharing, management, and transfer.

5.1 Suggested Tasks

5.1.1 Establish Ownership Leadership

Assign a Domain leader and convene a Domain Working Group (represented in blue boxes in
Figure 4.1) as the driving force behind ChatGPT implementation. This leader and Working
Group members need to become proficient in the technology and subsequently guide the or-
ganization through the process of integration. This includes setting the vision, aligning key
stakeholders, and ensuring that the implementation aligns with the organization’s strategic
goals.

In practice, this Domain leader will be the primary point of contact for the AISC and will be
responsible for reporting on the Domain’s progress and deliverables. The Domain leader will
also be responsible for convening the Domain Working Group and ensuring that the Domain’s
Workstreams are progressing.

5.1.2 Lean Into Cross-functional Collaboration

Form a cross-functional team with representatives from HR, IT, Legal, and other relevant de-
partments to ensure that various perspectives are considered, and organizational needs are met
during ChatGPT implementation. This collaboration will help address potential challenges,
optimize resources, and facilitate effective knowledge transfer across the organization.

16



5.1.3 Educate Leadership Teams

Keep leadership teams informed about ChatGPT to enable swift, informed decision-making.
Offer workshops and seminars to provide an in-depth understanding of the technology, its
potential benefits, and its limitations. This empowers them to make quick, informed decisions
that will shape the organization’s adoption and use of the technology.

5.1.4 Identify Potential Use Cases

Map potential applications across all functions and establish a cohesive implementation plan.
Conduct thorough analyses of business processes and functions to identify areas where Chat-
GPT can bring significant value, prioritize these use cases, and create a detailed roadmap for
implementation, including timelines and milestones.

5.1.5 Craft a Communication Strategy

Develop a comprehensive communication strategy that addresses employee concerns and ques-
tions about the implementation of ChatGPT. This approach should be transparent, informa-
tive, and reassuring to ensure a smooth transition. It should also highlight the benefits of the
technology and address potential misconceptions.

5.1.6 Prepare and Integrate High-Value Proprietary Datasets

Build APIs and interfaces to combine ChatGPT with organization-specific data for improved
innovation and efficiency. Invest in the development of custom solutions that seamlessly inte-
grate ChatGPT with existing systems, databases, and workflows to fully harness the potential
of the technology.

5.1.7 Create Employee Training and Support

Provide comprehensive training programs that laverage publicly available content where pos-
sible for employees to effectively use ChatGPT in their daily work. Offer hands-on workshops,
e-learning modules, and on-the-job training to equip employees with the skills and knowl-
edge necessary to use ChatGPT effectively. Provide ongoing support and resources to help
employees adapt to the new technology and address any challenges they may face.

17



5.1.8 Monitor Progress and Impact

Regularly assess the performance of ChatGPT within the organization and evaluate its impact
on specific use cases. Develop key performance indicators (KPIs) and metrics to track the
technology’s effectiveness, and use this data to inform future improvements and adaptations.

5.1.9 Develop Continuous Improvement and Adaptation

Stay current with AT advancements and adapt ChatGPT implementation to maximize benefits.
The AI landscape is constantly evolving, and it’s crucial to stay up-to-date with advancements
in the field. Continuously evaluate the performance of ChatGPT and be prepared to adapt its
implementation to maximize its benefits and stay ahead of the competition.

5.1.10 Recognize, Document, and Build Processes to Address Ethical
Considerations

Develop guidelines for responsible use and educate employees on potential risks and challenges
of AT technologies like ChatGPT. Be mindful of the ethical implications of using Al-powered
technologies. Develop guidelines and best practices for responsible use, and ensure that em-
ployees understand the potential risks and challenges associated with Al, such as algorithmic
bias or unintended consequences.

18



6 Barriers and Obstacles and How to
Overcome Them

Inevitably, you will encounter barriers and obstacles during your ChatGPT implementation
journey. Recognizing these challenges and understanding how to overcome them is essential
to ensure a successful adoption.

The Domains will need to identify their own barriers and adapt solutions to their specific
circumstances. The goal is to empower each Domain to lead their organization through the
complexities of Al integration.

This is a living document and will be updated as we learn more. Please feel free to contribute
to this document.

6.1 Barriers and Obstacles

6.1.1 Resistance to Change

: Employees and leaders may be resistant to adopting new technologies due to fear of job loss
or discomfort with the unknown. To overcome this, emphasize the benefits of ChatGPT, such
as increased efficiency and improved decision-making, and provide ample training and support.
Encourage open discussions and showcase successful examples of Al adoption.

6.1.2 Lack of Technical Expertise
Limited knowledge of Al and ChatGPT may hinder successful implementation. Address this by

investing in training programs, partnering with Al experts, or hiring professionals with relevant
experience. Create an internal Al community for knowledge sharing and peer support.

6.1.3 Insufficient Collaboration
Inadequate communication and collaboration between departments can impede progress. Fos-

ter cross-functional teamwork through regular meetings, workshops, and collaborative plat-
forms. Encourage leaders to champion the initiative and create a culture of cooperation.

19



6.1.4 Resource Constraints

Limited budget, time, or personnel can pose challenges. To overcome this, prioritize use
cases based on potential impact and feasibility, and secure buy-in from top management for
necessary resources. Consider leveraging external partnerships or outsourcing certain tasks to
reduce internal workload.

6.1.5 Data Privacy and Security Concerns

Handling sensitive proprietary data may raise concerns. Collaborate closely with I'T and Legal
departments to establish robust data security protocols and comply with regulations. Com-
municate these measures transparently to build trust among employees and stakeholders.

6.1.6 Ethical Concerns

The potential for biased or unethical Al outcomes may create apprehension. Develop guidelines
for responsible Al usage, create an ethics review board, and offer training on potential risks and
challenges. Emphasize the importance of ethical Al practices throughout the organization.

As we reflect on the potential barriers and obstacles to ChatGPT implementation, remember
that overcoming these challenges is an integral part of the journey towards Al-driven success.
By anticipating and addressing these issues proactively, we can foster a resilient and adapt-
able organization that is well-prepared to navigate the ever-evolving landscape of artificial
intelligence.

6.2 Overcoming Barriers and Obstacles

As noted above, there are many barriers and obstacles to ChatGPT implementation and
overcoming these is crucial for realizing its full potential within the organization.

In this section, we provide a combination of conventional and less traditional strategies to ad-
dress the challenges you might face during the adoption process. By embracing these adaptive
approaches, we can foster a culture of adaptability and resilience, enabling your organization
to successfully harness the power of Al-driven solutions like ChatGPT.

20



6.2.1 Conventional Strategies for Overcoming Barriers and Obstacles

. Resistance to Change : To overcome resistance to change, emphasize the benefits of

ChatGPT, provide ample training and support, encourage open discussions, and show-
case successful examples of Al adoption.

. Lack of Technical Expertise : Address this by investing in training programs, partnering

with Al experts, hiring professionals with relevant experience, and creating an internal
Al community for knowledge sharing and peer support.

. Insufficient Collaboration : Foster cross-functional teamwork through regular meetings,

workshops, and collaborative platforms, and encourage leaders to champion the initiative
and create a culture of cooperation.

. Resource Constraints : Prioritize use cases based on potential impact and feasibility,

secure buy-in from top management for necessary resources, and consider leveraging
external partnerships or outsourcing certain tasks to reduce internal workload.

. Data Privacy and Security Concerns : Collaborate closely with IT and Legal departments

to establish robust data security protocols and comply with regulations, and communi-
cate these measures transparently to build trust among employees and stakeholders.

. Ethical Concerns : Develop guidelines for responsible Al usage, create an ethics review

board, and offer training on potential risks and challenges, emphasizing the importance
of ethical Al practices throughout the organization.

6.2.2 Unconventional Strategies for Overcoming Barriers and Obstacles

I often find that we need to find “back-doors” and just different approaches in the context of
change and transformation projects. Thus, here are some less conventional approaches to the
barriers.

1.

Gamification : Introduce gamification elements to the training and adoption process,
incentivizing employees to engage with ChatGPT and learn its capabilities. Offer rewards
or recognition for participation and achievements.

. Reverse Mentoring : Encourage younger or more tech-savvy employees to mentor older

or less experienced colleagues, facilitating knowledge sharing and promoting a more
inclusive approach to technology adoption.

Innovation Contests : Organize internal contests or hackathons for employees to develop
creative ChatGPT use cases or solutions, fostering a sense of ownership and excitement
around the technology.

. External Showcasing : Publicly share successful ChatGPT implementation stories or use

cases to build a positive reputation, attract talent, and create a culture of innovation
within the organization.

Al Sabbaticals : Offer employees the opportunity to take short-term sabbaticals to focus
on Al-related projects or training, providing dedicated time for learning and exploration.
This can help develop in-house expertise and promote a culture of continuous learning.
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This section contains resources that the domain teams may find useful for their specific do-
mains.

e Education

e Clinical

e Research

¢ Business Operations

23



7 Clinical Domain

7.1 Literature

e Mandl, K.D., Gottlieb, D. and Mandel, J.C. (2024) ‘Integration of Al in healthcare
requires an interoperable digital data ecosystem’, Nature Medicine. Available at:
https://doi.org/10.1038/s41591-023-02783-w.

o Tierney Aaron A. et al. (no date) ‘Ambient Artificial Intelligence Scribes to Alleviate
the Burden of Clinical Documentation’, Catalyst non-issue content, 5(1), p. CAT.23.0404.
Available at: https://doi.org/10.1056/CAT.23.0404.

7.2 Guiding principles table

Table 7.1: Questions that can be used when considering each principle in the AT development
process (Badal, Lee, and Esserman 2023)

Principle  Questions

1. e What health disparities are reported for the present Al application? ¢ How
Alleviate  can the AI tool be designed to be accessible to and improve outcomes for the
health- disadvantaged population? e What clinical interventions are needed to realize
care the benefit, and are these accessible? ¢ How can data collection be supported in
dispari- underserved communities for tool retraining over time?

ties

2. Report e How is clinical benefit defined in this domain? e« What is the present threshold
clinically ~ for the clinical benefit of existing tools, and how can the Al tool improve upon
meaning-  this threshold?

ful

outcomes

3. Reduce e« What disease state is an overdiagnosis? ¢ For every case of overdiagnosis,
overdiag-  what are the downstream costs to the patient and healthcare system? ¢ How can
nosis and  this AI application reduce the number of overdiagnoses compared to existing
overtreat- approaches?

ment
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Principle

Questions

4. Have
high
health-
care value

5. Incor-
porate
biography
6. Be
easily
tailored
to the
local pop-
ulation

7.
Promote
a learning
health-
care
system

8.
Facilitate
shared
decision-
making

o Is this Al tool addressing a high-priority healthcare need? e What would be
the cost to the healthcare system in implementation, maintenance, and

update? ¢ What would be the cost to the patient who does and does not benefit
from this tool? ¢ Does this tool have high healthcare value, and if not, how can
it be improved?

o What biographical data can be collected or carefully coded for the intended
population? ¢ How do these factors vary in the intended population? ¢ How can
these factors be included when developing Al tools?

¢ Can the training features be easily collected in different settings? e Are these
features reliable for training across different populations? ¢ Will the AI/ML
workflow be made open-access?

o How will this AI application be evaluated over time, and at what intervals? e
What are acceptable thresholds for performance? ¢ How will the evaluation
results contribute to continuous improvement?

o Have AI explainability tools been explored and utilized? ¢ Do clinicians and
patients find the explainability results helpful? ¢ Have simpler, explainable
algorithms been tried and compared to ‘black-box’ algorithms to determine if a
simpler model performs just as well? ¢« How can patient values be easily
integrated into the use of the Al tool?

7.2.1 Principle 1: Al tools should aim to alleviate existing health disparities

Reaching health equity requires eliminating the disparitities in health outcomes that are closely
linked with social, economic, and environmental disadvantages. At their very core, Al tools
require collection of specialized and high-quality data, advanced computing infrastructure for
use, capacity to purchase or partner models from commercial entities, and unique technical
expertise, all of which are less likely available to healthcare systems that serve the most disad-

vantaged populations.

More careful training and model development that accounts for the unique needs of disad-
vantaged populations is needed to ensure that AI tools do not exacerbate existing health
disparities. Creating equitable Al tools may require prioritizing simpler models for deploy-
ment, and the trade-off between balancing accuracy and equity can potentially be resolved by
designing Al tools that can be easily tailored to the local population. Al tools designed to
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serve disadvantaged groups must not unnecessarily divert resources from higher priority areas
and more effective interventions (Principle 4).

7.2.2 Principle 2: Al tools should produce clinically meaningful outcomes

AT tools should be evaluated based on their ability to improve clinically meaningful outcomes.
The clinical benefit of Al tools should be defined in the context of the existing standard of
care, and the Al tool should be evaluated against this standard. If Al practitioners do not
define clinical metrics for clinical benefit a priori, they risk producing tools that clinicians
cannot evaluate or use. Clinician partners of Al researchers should evaluate accuracy, fairness,
and risks of overdiagnosis and overtreatment (Principle 3). They should also evaluate the
healthcare value (Principle 4) along with the explainability and auditability of AI tools and
models (note principles outlined in Table 7.1.

7.2.3 Principle 3: Al tools should reduce overdiagnosis and overtreatment

Particularly in the United States, overdiagnosis and overtreatment are major drivers of health-
care costs and patient harm. Overdiagnosis occurs when a disease is diagnosed that would not
have caused symptoms or death in a patient’s lifetime. Overtreatment occurs when a patient
is treated for a disease that would not have caused symptoms or death in a patient’s lifetime.
AT tools should be carefully constructed with the spectrum of disease and interventions to
result in decreased overdiagnosis and overtreatment.

7.2.4 Principle 4: Al tools should have high healthcare value and avoid diverting

resources from higher-priority areas

Al tools applied in healthcare should result in the same outcomes for reduced cost or better
outcomes for costs comparable to current costs. Costs to gather inputs, build, maintain,
update, interpret, and deploy in clinical practice must be estimated and included in weighing
the decisions around Al tool application. Note that what might be cost-effective, leading
to high healthcare value, in one setting might be extremely cost-ineffective in settings where
resources are scarce.

7.2.5 Principle 5: Al tools should incorporate social, structural, environmental,

emotional, and psychological drivers of health
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7.2.6 Principle 6: Al tools should be easily tailored to the local population
7.2.7 Principle 7: Al tools should promote a learning healthcare system

7.2.8 Principle 8: Al tools should facilitate shared decision-making
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9 Education

This page is a collection of resources for educators and administrators who are considering
how to use generative Al tools in their courses or programs.

9.1

9.2

Basics and Background

Cornell University resources for educators

Vanderbilt University Guide to Teaching in the Age of Al
University of South Carolina ChatGPT for Teaching and Learning
Generative Artificial Intelligence in Education and Pedagogy
OpenAl’s Guidelines for Educators

AT Guidance from the Poorvu Center at Yale

New Jersey Institute of Technology Al and Instruction Guide
Chatting about ChatGPT: How May Al and ChatGPT Impact Academia and Libraries?
Talking about Large Language Models

SFCC Comprehensive ChatGPT Resource Guide

Big Data Big Design

4 Steps to Help You Plan for ChatGPT in Your Classroom
Carnegie Mellon University’s FAQ on Al in education

ATl in Higher Education Resource Hub

Al in the Classroom

This section includes resources that provide insight into the use of Al in the classroom. These
resources are intended to provide instructors with a starting point for considering how to use
Al in their courses.

Davis Institute for Artificial Intelligence

Thinking about updating your syllabus for Chat GPT?

Turn It In: Academic Resources in the Age of Al

Intentional Teaching: Rethinking Teaching in an Age of Al
Introduction to Al for Teachers and Students

Using Al to Implement Effective Teaching Strategies in Classrooms
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https://teaching.cornell.edu/generative-artificial-intelligence
https://cft.vanderbilt.edu/guides-sub-pages/teaching-in-the-age-of-ai/
https://sc.edu/about/offices_and_divisions/cte/teaching_resources/chatgpt/index.php
https://teaching.cornell.edu/sites/default/files/2024-01/Cornell-GenerativeAIForEducation-Report_2.pdf
https://help.openai.com/en/collections/5929286-educator-faq
https://poorvucenter.yale.edu/AIguidance
https://researchguides.njit.edu/c.php?g=671651&p=9662555
https://www.emerald.com/insight/content/doi/10.1108/LHTN-01-2023-0009/full/html
https://arxiv.org/pdf/2212.03551.pdf
https://libraryhelp.sfcc.edu/Chat-GPT/articles-etc
https://helenarmstrong.info/portfolio/big-data-big-design/
https://www.chronicle.com/article/4-steps-to-help-you-plan-for-chatgpt-in-your-classroom?bc_nonce=xi6lz5ybgnjgwgd950m67e&cid=reg_wall_signup
https://www.cmu.edu/teaching/technology/aitools/index.html
https://teachonline.ca/ai-resources
https://davisinstituteai.colby.edu/annual-theme/
https://academic.wlu.edu/2023/08/17/thinking-about-updating-your-syllabus-for-chatgpt/
https://www.turnitin.com/resources/academic-integrity-in-the-age-of-AI
https://intentionalteaching.buzzsprout.com/2069949/12902485-rethinking-teaching-in-an-age-of-ai-with-james-m-lang-and-michelle-d-miller
https://www.youtube.com/playlist?list=PL4_ShpfD3Nu4KF-1NngyyC3ZNW2FdBVg_
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4391243

9.3

New Modes of Learning Enabled by Al Chatbots

Tim Laquintano’s forthcoming work

Practical Responses to ChatGPT and Other Generative Al

World Economic Forum on ChatGPT and Cheating

How to Cheat on Your Final Paper: Assigning Al for Student Writing

Al-Based Text Generation and the Social Construction of “Fraudulent Authorship”
AT Text Generators and Teaching Writing: Starting Points for Inquiry
Collaborating with ChatGPT: Considering the Implications of Generative Artificial In-
telligence for Journalism and Media Education

Will ChatGPT Change How Professors Access Learning?

Charles Knight on Al in Higher Ed

Civics of Technology

Educational policy statements and guidelines

This section includes examples of policy statements and guidelines from institutions of higher
education. These examples are intended to provide a starting point for instructors and admin-
istrators who are considering how to address the use of generative Al tools in their courses.

Carnegie Mellon University Examples of Al use policies for educators
University of lowa, Office of Teaching, Learning, and Technology
SFCC Library Faculty Help

Cleveland State University Center for Faculty Excellence

Classroom Policies Related to ChatGPT and Other Al Tools
Montclair State University Al Course Policies and Assignment Guidelines
Inside HigherEd Opinion Piece on Generative Al Policy Making
Stanford

Duke and here

University of Wisconsin-Madison

Notre Dame

Boise Statue University

OSU’s Al: Considerations for Teaching and Learning

U of Maine’s Learn with Al

sentientsyllabus.org)

Update Your Syllabus for ChatGPT

Rules for Tools (from Padagogische Hochschule Heidelberg)
UNESCO
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https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4300783
https://wac.colostate.edu/repository/collections/textgened/front-matter/cfp-textgened/
https://www.montclair.edu/faculty-excellence/teaching-resources/clear-course-design/practical-responses-to-chat-gpt/
https://www.weforum.org/agenda/2023/03/chatgpt-and-cheating-5-ways-to-change-how-students-are-graded/
https://link.springer.com/epdf/10.1007/s00146-022-01397-z?sharing_token=YwKL6HmHeNSxEj6Go63ks_e4RwlQNchNByi7wbcMAY5jYiMNym3xBTAzN52Pp_FuF7Qv_P-Qnug5Ax7FJNWShl1DpAHIbV1fvh8gzqODl_v-dUgF0TEFyk8rlBIfksPNkX2csUNmE3KmnQCA9GDBy9sa4Q9nkg7MfuW4bbwdNNo=
https://compositionstudiesjournal.files.wordpress.com/2022/07/anson.pdf
https://wac.colostate.edu/repository/collections/ai-text-generators-and-teaching-writing-starting-points-for-inquiry/
https://wlu.primo.exlibrisgroup.com/discovery/fulldisplay?docid=cdi_proquest_journals_2776964903&context=PC&vid=01WLU_INST:01WLU&lang=en&search_scope=MyInst_and_CI&adaptor=Primo%20Central&tab=Everything&query=any,contains,Collaborating%20With%20ChatGPT:%20Considering%20the%20Implications%20of%20Generative%20Artificial%20Intelligence%20for%20Journalism%20and%20Media%20Education&mode=Basic
https://wlu.primo.exlibrisgroup.com/discovery/fulldisplay?docid=cdi_proquest_journals_2776964903&context=PC&vid=01WLU_INST:01WLU&lang=en&search_scope=MyInst_and_CI&adaptor=Primo%20Central&tab=Everything&query=any,contains,Collaborating%20With%20ChatGPT:%20Considering%20the%20Implications%20of%20Generative%20Artificial%20Intelligence%20for%20Journalism%20and%20Media%20Education&mode=Basic
https://www.chronicle.com/article/will-chatgpt-change-how-professors-assess-learning?utm_source=Iterable&utm_medium=email&utm_campaign=campaign_7089085_nl_Teaching_date_20230622&cid=te&source=&sourceid=
https://www.youtube.com/playlist?list=PLT7ttc4UUl3SE8AuHnNN-j7qYM4QN-EG3
https://www.civicsoftechnology.org/aboutus
https://www.cmu.edu/teaching/technology/aitools/academicintegrity/index.html
https://teach.its.uiowa.edu/artificial-intelligence-tools-and-teaching#collapse-nid7546
https://libraryhelp.sfcc.edu/Chat-GPT/syllabus-statements-course-policies
https://pressbooks.ulib.csuohio.edu/teachingandlearning/chapter/statements/
https://docs.google.com/document/d/1RMVwzjc1o0Mi8Blw_-JUTcXv02b2WRH86vw7mi16W3U/edit#heading=h.1cykjn2vg2wx
https://www.montclair.edu/faculty-excellence/teaching-resources/clear-course-design/practical-responses-to-chat-gpt/9569-2/
https://www.insidehighered.com/views/2023/03/22/ai-policy-advice-administrators-and-faculty-opinion
https://tlhub.stanford.edu/docs/course-policies-on-generative-ai-use/
https://learninginnovation.duke.edu/ai-and-teaching-at-duke-2/artificial-intelligence-policies-in-syllabi-guidelines-and-considerations/
https://students.duke.edu/get-assistance/community-standard/
https://it.wisc.edu/generative-ai-uw-madison-use-policies/
https://honorcode.nd.edu/generative-ai-policy-for-students-august-2023/
https://www.boisestate.edu/policy/generative-artificial-intelligence-ai-use-and-policies/
https://teaching.resources.osu.edu/teaching-topics/ai-considerations-teaching-learning
https://umaine.edu/learnwithai/
http://sentientsyllabus.org
https://medium.com/@rwatkins_7167/updating-your-course-syllabus-for-chatgpt-965f4b57b003
https://csp.uber.space/phhd/rulesfortools.pdf
https://www.unesco.org/en/articles/guidance-generative-ai-education-and-research

9.4

9.5

Bias and Ethics in Al

How ChatGPT Could Help or Hurt Students with Disabilities

Association for Progressive Communications

Algorithms of Oppression: How Search Engines Reinforce Racism — Safiya Umoja Noble
Race After Technology: Abolitionist Tools for the New Jim Code

NIST on Bias in Al

Decolonial AI: Decolonial Theory as Sociotechical Foresight in Artificial Intelligence

Podcasts and Newsletters for Further Insight

In this section are links to podcasts and newsletters around generative Al and education.

THE Podcast: How to Use Generative Al in Your Teaching and Research
Forward Thinking on the Brave New World of Generative Al with Ethan Mollick
We Can’t Predict How AT Will Change the World

ChatGPT and Good Intentions in Higher Ed

Tea for Teaching: ChatGPT

WNYC Studios on the Media: It’s a Machine’s World

College of Charleston Podcast: ChatGPT and Conversational AT Explained
University of Florida’s Al Radio Minutes

Ethan Mollick’s Newsletter: One Useful Thing

Bryan Alexander’s Newsletter: Al and Academia
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https://www.chronicle.com/article/how-chatgpt-could-help-or-hurt-students-with-disabilities?utm_source=Iterable&utm_medium=email&utm_campaign=campaign_7089085_nl_Teaching_date_20230622&cid=te&source=&sourceid=
https://www.apc.org/en/publications?field_publication_type_tid=All&field_issue_tid=6206&filter-field_region_tid=All&field_project_target_id=All&field_theme_tid=All&body_value=
https://wlu.primo.exlibrisgroup.com/discovery/fulldisplay?docid=alma991010595928004161&context=L&vid=01WLU_INST:01WLU&lang=en&search_scope=MyInst_and_CI&adaptor=Local%20Search%20Engine&tab=Everything&query=any,contains,Algorithms%20of%20Oppression&mode=Basic
https://wlu.primo.exlibrisgroup.com/discovery/fulldisplay?docid=alma991010591929704161&context=L&vid=01WLU_INST:01WLU&lang=en&search_scope=MyInst_and_CI&adaptor=Local%20Search%20Engine&tab=Everything&query=any,contains,Race%20After%20Technology&offset=0
https://www.nist.gov/news-events/news/2022/03/theres-more-ai-bias-biased-data-nist-report-highlights
https://wlu.primo.exlibrisgroup.com/discovery/fulldisplay?docid=cdi_crossref_primary_10_1007_s13347_020_00405_8&context=PC&vid=01WLU_INST:01WLU&lang=en&search_scope=MyInst_and_CI&adaptor=Primo%20Central&tab=Everything&query=any,contains,Decolonial%20AI&offset=0
https://www.timeshighereducation.com/campus/podcast-how-use-generative-ai-your-teaching-and-research
https://www.mckinsey.com/mgi/forward-thinking/forward-thinking-on-the-brave-new-world-of-generative-ai-with-ethan-mollick
https://spencerauthor.com/ai-predict/
https://teachinginhighered.com/podcast/chatgpt-and-good-intentions-in-higher-ed/
https://teaforteaching.com/274-chatgpt/
https://www.wnycstudios.org/podcasts/otm/episodes/on-the-media-its-a-machines-world
https://today.cofc.edu/2023/04/19/cofc-podcast-chatgpt-and-conversational-a-i-explained/
https://ai.ufl.edu/radio/
https://www.oneusefulthing.org/
https://aiandacademia.substack.com/

10 Business Operations
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A Al principles proposed by select
organizations

This list is adapted from Badal, Lee, and Esserman (2023), Table 1.

o Ethics and governance of artificial intelligence for health, World Health Organization

— Human autonomy

— Human well-being and safety and the public interest
— Transparency, explainability, and intelligibility

— Responsibility and accountability

— Inclusiveness and equity

— Responsive and sustainable

o Ministries of Health, Medical AI algorithm assessment checklist, FUTURE-AI (an inter-
national, multi-stakeholder consortium)

— Fairness

— Universality
Traceability
— Usability

— Robustness

— Explainability

e Good Machine Learning Practice for Medical Device Development: Guiding Principles,
fdFDA, Health Canada, United Kingdom’s Medicines and Healthcare products Regula-
tory Agency (MHRA)

— Leverage multidisciplinary expertise in development

— Implement good software engineering and security practices
— Datasets are representative of intended population

— Training and test sets are independent

— Reference datasets are well developed

— Optimize performance of Human-AI Team

— Thorough clinical testing

— Information accessible to users

— Monitor deployed models and mitigate retraining risk

e Defining AMIA’s artificial intelligence principles, American Medical Informatics Associ-
ation (AMIA)
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Autonomy

Beneficence
Non-maleficence
Justice

Explainability
Interpretability
Fairness

Dependability
Auditability

Knowledge managemen

34



B Whitehouse Al Bill(s) of rights

The Whitehouse OSTP has developed an extensively documented Blueprint for an Al Bill
of Rights. The document is a comprehensive overview of the current state of Al and the
challenges it poses to society. The Blueprint for an AI Bill of Rights is a set of five principles
and associated practices to help guide the design, use, and deployment of automated systems
to protect the rights of the American public in the age of artificial intelligence. Developed
through extensive consultation with the American public, these principles are a blueprint for
building and deploying automated systems that are aligned with democratic values and protect
civil rights, civil liberties, and privacy.

It is a good starting point for understanding the issues and the current state of the art.

« Safe and Effective Systems You should be protected from unsafe or ineffective systems

¢ Algorithmic Discrimination Protections You should not face discrimination by algo-
rithms and systems should be used and designed in an equitable way.

e Data Privacy You should be protected from abusive data practices via built-in protec-
tions and you should have agency over how data about you is used.

¢ Notice and Explanation You should know that an automated system is being used and
understand how and why it contributes to outcomes that impact you.

¢« Human Alternatives, Consideration, and Fallback You should be able to opt out,
where appropriate, and have access to a person who can quickly consider and
remedy problems you encounter.

B.1 Commentary and references

¢ Opportunities and blind spots in the White House’s blueprint for an AT Bill of Rights

¢ 6 Reactions to the White House’s Al Bill of Rights The nonbinding principles are being
both celebrated and vilified

¢ Applying the Blueprint for an AT Bill of Rights

¢« How Does the White House Al Bill of Rights Apply to Healthcare? Experts from
Mayo Clinic Platform and DLA Piper weigh in on how the White House’s Blueprint
for an AT Bill of Rights may impact healthcare and health AI regulation.
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https://www.whitehouse.gov/ostp/ai-bill-of-rights/
https://www.whitehouse.gov/ostp/ai-bill-of-rights/
https://www.whitehouse.gov/ostp/ai-bill-of-rights/safe-and-effective-systems-3/
https://www.whitehouse.gov/ostp/ai-bill-of-rights/algorithmic-discrimination-protections-2/
https://www.whitehouse.gov/ostp/ai-bill-of-rights/data-privacy-2/
https://www.whitehouse.gov/ostp/ai-bill-of-rights/notice-and-explanation/
https://www.whitehouse.gov/ostp/ai-bill-of-rights/human-alternatives-consideration-and-fallback/
https://www.brookings.edu/blog/techtank/2022/12/19/opportunities-and-blind-spots-in-the-white-houses-blueprint-for-an-ai-bill-of-rights/
https://spectrum.ieee.org/white-house-ai
https://spectrum.ieee.org/white-house-ai
https://www.whitehouse.gov/ostp/ai-bill-of-rights/applying-the-blueprint-for-an-ai-bill-of-rights/
https://healthitanalytics.com/features/how-does-the-white-house-ai-bill-of-rights-apply-to-healthcare

e The US Al Bill Of Rights Should Kickstart The Debate On Bias In Artificial Intelligence
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https://www.forbes.com/sites/forbestechcouncil/2023/02/02/the-us-ai-bill-of-rights-should-kickstart-the-debate-on-bias-in-artificial-intelligence/

C HHS EHR reporting program rule

o https://www.federalregister.gov/documents/2024,/01,/09/2023-28857 /health-data-
technology-and-interoperability-certification-program-updates-algorithm-transparency-
and

This final rule implements the Electronic Health Record (EHR) Reporting Program provision
of the 21st Century Cures Act by establishing new Conditions and Maintenance of Certification
requirements for health information technology (health IT) developers under the ONC Health
IT Certification Program (Program). This final rule also makes several updates to certifica-
tion criteria and standards recognized by the Program. The Program updates include revised
certification criteria for “decision support interventions,” “patient demographics and observa-
tions,” and “electronic case reporting,” as well as a new baseline version of the United States

Core Data for Interoperability (USCDI) standard to Version 3. Additionally, this final rule

provides enhancements to support information sharing under the information blocking regula-

tions. The implementation of these provisions advances interoperability, improves algorithm
transparency, and supports the access, exchange, and use of electronic health information

(EHI). This final rule also updates numerous technical standards in the Program in additional

ways to advance interoperability, enhance health I'T certification, and reduce burden and costs

for health IT developers and users of health IT.

Badal, Kimberly, Carmen M Lee, and Laura J Esserman. 2023. “Guiding Principles for the
Responsible Development of Artificial Intelligence Tools for Healthcare” Communication
€ Medicine 3 (1): 47. https://doi.org/10.1038/s43856-023-00279-9.

Lindegaard, Stefan. 2023. “LinkedIn.” https://www.linkedin.com/pulse/chatgpt-implementa
tion-scaling-organization-your-guide-lindegaard/. https://www.linkedin.com/pulse/chatg
pt-implementation-scaling-organization-your-guide-lindegaard/.
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https://doi.org/10.1038/s43856-023-00279-9
https://www.linkedin.com/pulse/chatgpt-implementation-scaling-organization-your-guide-lindegaard/
https://www.linkedin.com/pulse/chatgpt-implementation-scaling-organization-your-guide-lindegaard/
https://www.linkedin.com/pulse/chatgpt-implementation-scaling-organization-your-guide-lindegaard/
https://www.linkedin.com/pulse/chatgpt-implementation-scaling-organization-your-guide-lindegaard/
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